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Take home message
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Slide courtesy of Torsten Hoefler (Systems Group, ETH Zrich)
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In a nutshell ...

Hardware going crazy

More transistors no longer means faster machines but
more specialized

Big data is the killer app

Specialized hardware to support data processing

We must get into this game
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Futurepro ust allow the
programme 2 1N a hiigivel,
target-indepe DATABASE aimize the target
depende ng available
pa pace

Bill Dally, NVIDIA Chief Scientist
(Keynote at Hi PEAC’
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Hardware makes life
difficult
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Joins in main memory, multicore

Kim et al_ wHash joins faster than sort merge joins
wWill change when SIMD wide enough
| - [ eI (.S owed tuning to multicore, SIMD

I8 B wNo need for tuning a has join

wNo need for careful partitioning
{ BB S wHartwa e hides complexity

Albutiu et al.

“No need to use SIMD
t +[ 5.

wSort merge join better already




Join with small build table nz..;;

Workload A 16Ma 256M, 16byte tuples
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Join with large build table =

Workload B Equalsized tables,
(977MiBa 977MiB, 8byte tuples)
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What does it mean?

Hardware characteristiadefinethe performance othe
algorithm

Many additional results with faster algorithms: all
through more tuning to the hardware

Underlying hardware affects performance in may ways
Difficult for the optimizer
Difficult for the database designer
Quickly changing platforms

Algorithm performance affected by many factors
Who knows about the hardware?
Who should made the decision?



Spatial Joins in Main Memory: Implementation Matters!

Darius Sidlauskas Christian S. Jensen
Aarhus University Aalborg University
dariuss@cs.au.dk csj@cs.aau.dk

a ¢ Ktudydemonstrates thatin main memory, where
no time-consuming I/O can maskariationsin
ABSTRAfMplementation, Implementatiosn: »l@lﬁiaﬂ«s“are s @I s ca

egory: ., R-Tree [4, 6], CR-Tree [5]. Linearized KD-Trtt [3], and

A recent PVLDB paper reports on experimental analysg
g P ope ey : ullilportantsil]\} This category reports the best performance results

spatial join techniques in main memory. We build on this
hemz\s study to raise awareness of the fact that empirical runn ]
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Hardware makes life
easler
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Thesis 1: The computer you

know no longer exists
(at least, the interesting ones)



Multicore vs cluster
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Nobody ever got fired for usingadoopon a Cluster

A.Rowstron D. Narayanan, Ronnelf. D® h Q{ KSI X
HotCDR2012, Bern, Switzerland

Analysis oMapReducevorkloads:
Microsoft: median job size < 14 GB
Yahoo: median job size < 12.5 GB
Facebook: 90% of jobs less than 100 GB
Fit In main memory
One server more efficient than a cluster
Adding memory to a big server better than using a
cluster



Data movement is bad

It costs energy
It takes time

Bandwidth bottlenecks (1/O, network, cache
hierarchies, etc.)

Solution:
use hardware to process data
In place or as it flows



Thesis 2: Process Data as
it flows



electricity
meter

power supply

MySOL

laptop

SIRC over Ethernet
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FPGA bo
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A processor on the data path

il
@ raw data>

MySQL Server

SOL interface
Management services

FPGA

filtered host

——> | system
data | (MySQL)

Parser
Optimizer

Software —
\$$OO% .
Hardware —




Not a one trick pony:
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Sounds good?

Imagine the same at all levels:
Smart storage
On the network switch (SDN like)
On the network card (smart NIC)
On the PCI express bus
On the memory bus (active memory)

Every element in the system
(a computer rack)
will be a processing component



Concrete examples
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hN} Of SQa {t!w/ at LINROSa

accelerators processing streams of data from
memory:

Decompress, Scan, Select, Translate

|
TURINES plaalility | ine

R P e
L2 D Cache L2 D Cache | L2 D Cache L2 D Cache L2 D Cache 12D Cache [§ L2 D Cache 1.2 0 Cache

L3 Cache EMB L3 Cache 8MB .3 Cache 8MB L3 Cache 8MB

(galecslesleT
FILEE DL LS P
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MCu
On-Chip Network
MCu

1.3 Cache 8MB L2 Cache BMB L3 Cache 8MB .3 Cache S8MB

L2 0 Cache L2 D Cache § L2 D Cache L2 [ Cache L2 D Cache L2 0 Cache L2 D Cache L2 D Cache
From Oracle M7 documentation: i

s S g SIS O e S R IR BTV B ILERCAE ] e (PN L] g RN
(Cisjci7lcia]Cie ) B C20]C21[C22] Ca3 ] (C24 | C25 | 25 | Co7 § §C28] C2n | 30| C31)
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Accelerators to come

On-Chip | On-Chip
Network Network

M7
Accelerator Data Output Queues Data Output Queues

Engine = W, N W,
(1 0of 32)
Result Result Result Result

Format/ Format/ Format/ Format/
Encode Enccde Encode Encode

Scan, Filter, Scan, Filter, Scan, Filter, Scan, Filter,
Join Join Join Join

Unpack/ Unpack/ Unpack/ Unpack/
Alignment Alignment Alignment Alignment

Decompress Decompress Decompress Decompress

A

Data Input Queues Data Input Queues

| On-Chip On-Chip|
Network Network

From Oracle M7 documentation
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Thesis 3: Not everything
that processes is a CPU

Database
Query
Acceleration

NEVE!]
Acceleration

From Oracle M7 documentation
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A processor far, far away ...

A coprocessor (GPU, Xeon Phi, FPGA) on a PCI bus
works only when:
ALoad is computationally bound

ALoad remains computationally bound on the co
processor

AThe data movement cost is less than the performance
gain in the ceprocessor vs the CPU

wSEtlFadA2yFf 2LISN)Y G2NAR N
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But you do not need a processor

Hardware speed through specialized instructions in the processor:
hN) Of SQa {t!w/ atTyY ONELII 23N} LK?;

LYGStftQa {D-Y SYONERLIIAZY RSONE LJ
to sandbox applications

aaSSG GKS 2t 1 SNBEY &LISOAL Tt AT SE
operations KocberbelStG |t ®> aL/ whQmoU

An applicatiorspecific instruction set fQr accelerating swiented
database primitiveso ! Ny 2t R Su |t ® { LDahb5Q
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Memory not just memory
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RA Addre;s Translation
Strided Accesses

T
In-D
ality of Non-unit

Amirali Burummuu\.
A. Kozuch', Todd C. M

fIntel Labs

I
in. 'i '«‘?L-,. |}.'

Gather-Scatter DRAM:

to Improve the Spatial Loc
i, Thomas Mullins,
ns*. Michael

AL

lowry

Vivek Seshe

Onur Mutlu, phillip B. Gibbo
Carnegie Mellon University

d Subject Descriptors

Structures|: Gemiconductor Mem ries

Abstract Categories an
Many data structures (e.g., matrices) are typically ac- B.3.1 [Memory
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Heterogeneous multicore

4 Memory |
1 T
ziﬁ.?n:}[-:;'s
QPI
FP{GA cache { } Mem. controller
6.4GT /s
AFU
FPGA CPU

INTEL HARP Program

DISCLAIMER: this is ym@ductionhardware and software, and may
not reflectthe performance of production duture systems



Systems@ ETH i

User Defined ... Hardware

User Defined Functions extend the functionality of a
database

Imagine the same but in hardware (extending
performance or functionality)

Perform operations on relational data that no database

hasever done before: Skylines, Montearlo, pattern
matching, clustering, complex text search advanced

AGFaGAaGAOax fSI Ny A

IstvanSiedleE S0 | f @ C/ / a Qi



Many more examples

AOracle RAPID: High scale parallel processor for
OracleExadata

AMicrosoft Catapult: FPGA acceleration for search
tasks (page rank like algorithms)

Alt a¢KS al OKAYSE
AMicrosoft CypherbaseFPGA for encrypted
database processing in the cloud

ALYaStftAISYd adag2NF IS aeéal



This is the end ...
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The agenda ahead of us

AVery interesting times
AMany opportunities driven by hardware
APlenty of use cases justifying specialization

AMany challenges
AHardware changes affect the whole stack
AHow to program heterogeneous architectures

AWe need to look at what is happening out there
A Architecture
AData centers
AEconomic pressures and models



